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ABSTRACT

In this study we construct a simulator of a data base management system
running in a virtual memory environment. We use the simulator to in-
vestigate the value of using an I/0 buffer in this environment. The
simulator is driven by trace data obtained with a software probe.

The simulator is validated and is used to verify a theoretical model
whick predicts paging and disk access rates produced by use of an I/0
buffer in a virtual memory environment. Results from a multi-factor
set of simulation experiments are analyzed. The factors include three
page replacement algorithms, four buffer management algorithms, five
virtual buffer sizes, three values for real memory and six well known
and widely differing distributions for creating sequences of requests

to the simulated data base management system.
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I. INTRODUCTION

Computer programs that are I/O bound, such as data base
management systems, often use part of primary memory as a
storage area or buffer for data from secondary memory. If we
assume the overhead to manage the data in primary memory is
negligible and the buffer consumes otherwise unrequired primary
memory, then the use of buffers can only improve performance
due to the faster access to primary than to secondary memory.
In a virtual memory system, the user is typically unable to
control the assignment of his user space between primary and
secondary memory. The use of a buffer in a virtual memory system
may cause a decrease in performance due to competition for pri-
mary memory between the program and the buffer. Performance
can also be degraded by a phenomenon known as double paging.
The dynamics of double paging was characterized by Goldberg and
Hassinger [1] as the running of a paged operating system under
a paged virtual machine monitor. We define double paging as the
management of buffer storage under the control of a paged virtual
memory environment.

We refer to the I/O buffers in a program running on a virtual
memory system as virtual buffers. In a previous examination [2] of
the use of virtual buffers, we conducted a series of statistically

designed and analyzed experiments to study the effects of four



factors on performance. The factors were virtual buffer
replacement algorithm, virtual buffer size, primary memory

size and paging replacement algorithm. This series of 240
experiments was conducted by running a data base management

program on a dedicated system and measuring the performance

as we varied the factors. The data base management program
executed a predetermined and unvarying script. The environment in
which these experiments were conducted is similar to the controlled
laboratory environment described in [3]. We will refer to these

experiments as the test bed experiments.

The distribution of I/O requests is a function of the
data base content and structure, the data base management sys-
tem and the script. It is impossible to vary the distribution
of data base requests in a controlled manner in the test bed
experiments. In this study we vary the distribution of
data base requests in a controlled environment through simula-
tion to extend our previous results and investigate the effects
of the distribution of data base requests on the performance
metrics used in our previous study. Simulation is the only
technique available for extending our previous investigations to
include controlled distributions of requests.

Our simulator uses trace data as defined in [4] from a modified
test bed experiment to simulate the paging effects of the operating
system and data base management system. The trace data is also
used to determine when to request information from the data
base. The location of the information in the data base can be
obtained from the trace data or can be generated in a controlled
manner. The simulator is validated by comparing its performance

to the test bed experiments. The simulator is also used to




verify a theoretical model developed in the previous study.
A set of simulation experiments are then run which repeat the
test bed experiments for six different data base request

distributions.

We compare various performance metrics from our test bed
experiments to our simulation experiments. Many observed trends
in the performance data of the test bed experiments occur again
in the performance analysis of our simulation experiments for
various distributions. We relate the differences in the perfor-
mance data to the characteristics of the distributions. The
simulation experiments show that our test bed results are not
unique due to peculiarities in the original data base request
distribution. The differences in the performance of the simula-
tion experiments and the test bed results are comprehensible and
reasonable and generate confidence that the simulator is a good

tool to investigate further extensions of our test bed experiments.

II. ENVIRONMENT AND THE COLLECTION OF TRACE DATA

We collected the trace data for the simulation program
by instrumenting an operating system with a software probe.
The application program, a prototype data base management (DBM)
system,was run on a dedicated machine with the software probe
collecting significant events on tape for later analysis.
The DBM system executed a script of data base requests. The
script completely traversed the data base and caused reading,

insertion and deletion of data as it was executed.



The DBM system organizes data in a tree structufed format.
Requests are made in a series of interactive primitive functions
that perform elementary operations upon the data base. The data,
names and pointers are encoded in 40 word segments. These 40
word segments can be target segments or links to target
segments and will be referred to as data base segments. One
physical record on disk contains eleven data base segments
(440 words in 1 record) and information is read from the disk
in physical records. Even though our record size is smaller
than the page size (512 words) we store each record on a different
virtual buffer page to avoid physical page boundary overlap. The
DBM virtual buffer size is fixed when the DBM program is initiated
and can consume up to 32K words of virtual memory. The data
base accessed by the script is a 7 level tree structure and
consists primarily of integer and floating point numbers describing

the gecmetry of an aircraft structure.

The DBM system was executed on a multi-user disk operating
system running on a PRIME 300 minicomputer. The PRIME 300 can
support up to 256K words (16 bits per word) of memory when
utilizing its virtual memory capability. Our PRIME 300 has 64K
words of memory and uses 2 moving head disks for paging and
file storage. Each user is giveﬂ a virtual address space of
64K words. A more detailed description of the environment can be
found in [2].

The software probe is located in a page that the system
has locked in memory and can not interact with the paging pro-
cess. The probe records events that cause a significant change

in the system. Examples of these events are: 1) a user issues




an SVC (service request); 2) a request is made to a peripheral
device; and 3) a reference bit has been set. Every virtual
page has a reference bit associated with it. A reference to
a page whose reference bit is not set causes the reference bit
to be set. All reference bits are reset whenever a page fault
occurs.

Our trace data consists entirely of the reference bit
events. The data collected by the probe at the same time the
reference bit was set contains information sufficient to deduce:
1) whether a page fault occurred, 2) the virtual page and real
page being referenced, 3) the owner of the virtual page,
4) the time and 5) the virtual page and real page being re-
placed if a page fault occurred. The oriyin of the DBM virtual buffer
was fixed at a particular location so that references to the virtual
buffer could be identified in the trace data. The size of the
virtual buffer is chosen large enough to contain the entire data
base on the run that gathered the trace data. Although gathering
the data needed for our simulator does not require that the en-
tire data base fit in the virtual buffer, it is more convenient to
collect the data in this configuration. The choice of the vir-
tual buffer manager does not affect the trace data since no records
are replaced in the virtual buffer.

The run that gathered the trace data was configured to use
the least amount of real memory possible (32Kj so that the page
faults and therefore the number of reference bit events would be
as high as possible. We used the standard first in - first out

(FIFO) page replacement algorithm in gathering the trace data.



A total of 52,341 reference bit events were generated of which
6716 were accompanied by page faults. Although most strings of
reference events between page faults were quite short, there was
an occasional long string of reference events between page faults.
The FIFO page replacement algorithm was modified to clear
the reference bits of all the virtual pages if 10 consecutive
reference events occurred without a page fault. This eliminates
the long strings of reference bit events. The trace data
which was used in all the simulations and validation experiments
was collected with the modified FIFO page replacement algorithm.
A total of 372,287 reference events were generated of which 6709
were accompanied by page faults. Instrumentation of the DBM
showed that there were 13,996 references to data base segments.
These references would cause 1075 disk accesses if only a one page
‘virtual buffer were available since the data contained 1075 record
transitions. The trace data had 13,831 references to data base

segments distributed over a sequence of 1071 record transitions.

ITI. DESCRIPTION OF THE SIMULATION MODEL

The simulation model consists of an initializer, virtual
buffer manager, page replacement algorithm and performance
reporter. The program is initialized with a real memory size
and virtual buffer size. Various paging and buffer tables are then
initialized. The trace data consists of the reference string. Each
element of the string is read by the model and treated as a virtual
page address. If the virtual page address is not a virtual

buffer reference, it is passed to the page replacement algorithm.
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If the virtual page address is a virtual buffer reference, the
buffer manager must insure that the corresponding record is

in the virtual buffer. If the record is in the virtual buffer,
the virtual page address of the virtual buffer in which the
record is located is passed to the page replacement algorithm.
If the record is not in the virtual buffer, the buffer manager
selects a record to be replaced and puts the new record in its
place. The virtual page address of the virtual buffer in which
the new record is placed is passed to the page replacement
algorithm.

The page replacement algorithm compares the virtual page
address with the virtual pages in real memory. If the virtual
page is found in real memory, the virtual page reference is
noted and the next virtual page address is requested from the
trace data. If the referenced virtual page is not found in
real memory, the page replacement algorithm removes a virtual
page from real memory and replaces it with the referenced virtual
page. The next virtual page address is requested from the trace

data. The flow is summarized in Figure I.

When the trace data is exhausted the performance reporter
presents the statistics gathered during the run. These
statistics include; number of page faults, average number of
real pages used by the virtual buffer (average buffer size),
number of times a reference to a record in the virtual buffer
caused a page fault (reference faults), the number of times
the virtual buffer manager caused a page fault when it tried
to replace a record (double page fault), and the number of

times the virtual buffer manager read in a record (I/0 access).



IVv. VALIDATION OF THE MODEL

The simulation model described in the previous section
is extremely simple. The trace data does not contain all the
virtual page references although similar data has been used
successfully to simulate paging in the CP-67 simulator [3].

To validate the simulator, we simulate the 240 test bed ex-
periments that we had previously run. We use 3 page replace-
ment algorithms; first in-first out (FIFO), random (RAND) and
second chance [6] (SCH). The SCH algorithm is also known as
the Multics algorithm [7] and the use bit algorithm [8]. We
simulate 4 virtual buffer managers; FIFO, RAND, SCH and least
recently used (LRU). We choose virtual buffer sizes of 1, 5,
10, 15 and 20 pages. We set the total amount of real memory
available to the system to 36K, 40K, 44K and 48K.

The four factors, virtual buffer size, real memory size,
virtual buffer manager and page replacement algorithm have five,
four, four and three levels of interest respectively. We
. simulated the complete 5 by 4 by 4 by 3 factorial experiment
consisting of all 240 combinations.

To compare the simulated factorial experiments and the
test bed factorial experiments we use 5 primary measures and 5
secondary measures of system performance. The 5 primary measures
are numbers of page faults, reference faults, double page faults,
1/0 accesses and average buffer size. The 5 secondary measures are;
number of times the reference bit is set without causing a

page fault (reference sets), the average number of page faults




outside the virtual buffer between page faults Within the
virtual buffer (mean), the standard deviation for the number
of page faults outside the virtual buffer between page faults
within the virtual buffer (standard deviation), the number of
times a page in the virtual buffer replaces a page not in the
buffer (BRP) and the number of times a page in the virtual
buffer is replaced by a page not in the buffer (PRB).

With the exception of I/0 accesses, relative errors between
corresponding measures are computed for all 240 experiments.

We define the relative error to be 100* ABS [(SIMULATED MEASURE -
TEST BED MEASURE)/ABS (TEST BED MEASURE)].

The average values of the relative errors for all of the
primary measures except I/0O accesses are shown in Figure II. The
average values of the relative errors for the secondary measures
are displayed in Figure III. A comparison of I/O accesses is
presented separately in Table I since the I/0 accesses are in-
variant with respect to the real memory size and paging algorithm.
A sample set of data from the test bed and the simulation is
presented in Table II.

Some of the average relative errors for the smaller virtual
buffer sizes are rather large. An examination of Table II shows
that the value of a particular measure may range over several
orders of magnitude. The relative errors of small numbers tend
to be large in our comparisons due primarily to differences in
initial conditions of the test bed and simulation experiments.
For example differences in reference faults in Table II cause relative pei

centage errors of 75%, 31%, 18%, 6%, and 3% for virtual buffer
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sizes 1 through 20. The change in magnitudes of the values
for most of the measures presented in Figures II and III account
for their high average relative error in the first few buffer
sizes. The average relative errors at virtual buffer sizes 10,
15, and 20 give a more accurate account of the close correspondence
between simulated experiments and the test bed experiments. The
mean and standard deviation measures have high relative errors
in the cases with small virtual buffer sizes because they are
calculated with only a few samples (number samples = reference
faults + double page faults) when the virtual buffers are small.
The simulation of the test bed experiments yields perfor-
mance results that are generally in good agreement with the test
bed results. All of the known trends in the test bed performance
are observed in the performance data of the simulation experiments.
The close correspondence of the simulation results and the test
bed results for all 240 different experiments demonstrates the

validity of the simulator.

V. VERIFICATION OF THE THEORETICAL MODEL

In our previous paper [2], we developed a very simple theo-
retical model which predicts total I/0 per data base request (T)
in the virtual buffer as a function of virtual buffer size in
pages (N), pages of real storage available for the virtual buffer (M)
and number of pages in the data base (D). The model assumes that
random data base requests are uniformly distributed, uses the RAND
page replacement algorithm and the RAND buffer manager. Total I/0

in the virtual buffer is given by
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T(M,N,D) = (1- %) page faults + (1-%) I1/0 accesses
for 1 < M < N < D.

The test bed experiments were unable to verify the accuracy
of the model since we could not control the distribution of data
base requests. However, we did verify that the trends predicted
by the model were followed in the test bed experiments.

With the simulator, we are able to investigate the combination
of RAND page replacement, RAND buffer manager and a uniform dis-
tribution of random requests for data base segments. Competition
for real memory from the program and system and the amount of real
memory available are not explicitly included in the theoretical
model although they are significant factors in the simulator and
the trace data. The simulator uses a global paging algorithm and
does not allocate a fixed amount of real memory to the virtual
buffer. The performance measure, average buffer size, computed by
the simulator is used as M in the model. We contend that using
average buffer size in place of M in the theoretical model should
reflect the value for the amount of real memory in the virtual
buffer and compensate for the competition for the real memory
between the buffer and the program.

Table III contains the results of the performance of the
simulator and the predictions of the model using the average
buffer sizes calculated by the simulator for M. The close agree-
ment in the table values indicates that the observed average buffer
size does reflect the value for the amount of real memory in the
virtual buffer and competition for real memory between the program

and the buffer.
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VI. SIMULATION EXPERIMENTS

The simulation experiments are very similar to the validation
experiments. The same 3 page replacement algorithms, 4 buffer
management algorithms and 5 virtual buffer sizes are simulated.

The three largest real memory sizes are simulated. We decided not
to simulate the 36K real memory size because our test bed experi-
ments indicated the performance trends were very similar to the
experiments with the 40K memory size.

For these experiments, the simulator uses the same trace data
used in the validation experiments. Data base access requests are
replaced by requests generated from one of six distributions. The
data base is still treated as though it was 45 pages long and consiste
of 495 data base segments. Three of the six data base request dis-
tributions generate string oriented requests. The other distri-
butions are well known and we picked these distributions because
they differed significantly from our original trace data distribitions
More realistic models for data base reference strings [9] can easily
be adapted as input for our simulator.

Three of our distributions are the random (RA1), binomial (BI1)
and poisson (PO1). A sample from 1 to 495 is generated from one of
these three distributions whenever the trace data indicates that
an access to the data base is required. The sample is translated
into a disk record from 1 to 45 and the buffer manager is presented
with the request. The string oriented distributions are generated
by treating the 495 data base segments as if they were in a binary

tree with the root node being data segment 1, the 2 nodes attached
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to data segment 1 are nodes 2 and 3, and continuing down%nine

levels where the nodes are numbered 256 to 495. We generate a
string of 9 data base segment references from this tree by gen-
erating a number from 256 to 495 by sampling from the random (RAS),
binomial (BIS) or poisson (POS) distributions. The sample and

the 8 nodes that must be traversed to reach that sample constitute
our 9 string sequence of data segments. The string of 9 data
segments maps into 6 or 7 distinct disk records and they are issued
in sequence to the buffer manager during this request for a data base
access and the next 8 requests.

The five experimental factors, virtual buffer size, real
memory size, buffer management algorithm, page replacement algo-
rithm and distribution of data base requests have 5, 3, 4, 3 and
6 levels of interest respectively. There are 1080 possible com-

binations and all of the combinations are simulated.

VII. RESULTS OF SIMULATION EXPERIMENTS

It is impossible to present the mass of data generated by
all of the simulation experiments. Representative figures and
tables will be provided in order to omit congestion. Whenever
possible our technique in presenting the simulation results will
be to use the test bed results in [2] as a focus for comparison.
In our analysis we distinguish between I/O in the virtual buffer

and I/0 resulting from program paging. The buffer I/0 is further

classified as I/0 accesses, double page faults and reference faults.
Total I/0 in the virtual buffer will be discussed after examination
of its components. Finally, the total cost of executing the script

will be compared to the test bed results.
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The I/O access for the test bed results are presented in
Table I. The better performance of the RAND buffer manager at
virtual buffer sizes 10 and 15 was an unexpected result.

An analysis of the original data base reference string distribution
indicates that strings of references of length 10 to 15 often
separated references to frequently referenced records. While the
RAND buffer manager might allow the frequently referenced records
to remain in the buffer, the other buffer managers were forced to
replace them with the sequence.

The simulation experiments support our explanation. fn the
experiments with the RA1l, RO1l, and BI1 distributions, the RAND buf-
fer manager consistently requires more I/0 accesses than the other
buffer managers.

In the simulation experiments using the string oriented dis-
tribution, the RAND buffer manager needs fewer I/O accesses than any
of the other buffer managers when the virtual buffer size is 5.

At virtual buffer sizes 10, 15, and 20 the RAND buffer manager
requires a relatively large number of I/0O accesses compared to the
others. In our string oriented distributions, the string always
required 6 or 7 record transitions which is long enough to make the
RAND buffer manger advantageous only at a virtual buffer size of 5.
The I/0 accesses for the POl and POS distributions are shown in
Table IV.

Double page faults have previously been defined as the number
of times the virtual buffer manger causes a page fault when it tries
to replace a record. The double paging rate is the number of double

page faults divided by the number of times the virtual buffer manager
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require$ an I/0O access. The test bed experiments show that the RAND
buffer manager consistently has the lowest double paging rate and

that the lowest double paging rate occurs when the RAND buffer manager
is combined with the RAND paging algorithm.

The simulation resutts again confirm the test bed results for
the double paging rate. The double paging rates of the FIFO, SCH,
and LRU algorithms are barely distinguishable in the test bed experi-
ments. Figure III illustrates that different distributions can cause
a variance in the double paging rate of those previously indistinguish-
able algorithms.

The double paging rate for the RAl distribution is similar to
the test bed results. The largest variance of double paging rate
among buffer managers is caused by the POS distribution. The PO1
and RAS distribution are second and third largest in this respect.
When the virtual buffers are large, the BI1 and BIS distribitions
do not have enough I/O accesses to produce meaningful numerical
comparison of their double paging rates with those of the other
distributions.

Referenée faults were defined as the faults caused by
references to data contained in the virtual buffer.

The reference paging'rate is defined as the number of reference
faults divided by the number of record transitions minus the number
of I/0 requests to the disk. In the test bed experiments, the RAND
buffer manager has a higher reference paging rate than the other
buffer managers. As the real memory size increases the difference
disappears. The buffer managers have similar properties when the
RAS and RA1l distributions are used. Figure V illustrates the higher

double paging rate for the RAND buffer manager when the RA1
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distribution is used. The double paging rate of the RAND buffer
manager remains noticeably higher than the rest when the comparisoné
are made at higher memory sizes. The buffer managers using the POl
and POS algorithms have approximately the same reference paging rate
as illustrated in Figure VI for the POl distribution using 44X of
memory. The similarity in reference paging rate does not change

as the real memory size is increased using the POl and POS distri-

butions.

The number of page faults in the virtual buffer (reference
faults + double paging faults) is only slightly affected by the
buffer manager in the test bed experiments with the RAND buffer
manager incurring fewer page faults in the buffer than the
others. The range of values for page faults in the virtual
buffer are similar and the buffer managers behave similarly
for the test bed experiments and the simulation with the BIS
distribution. The simulations of the other distributions almost
doubles the range of values for the number of page faults in
the buffer. The RAND buffer manager often incurs fewer buffer
page faults than the other buffer managers. The percent differ-
ence in buffer faults between the RAND buffer manager and the
other buffer managers is an increasing function of the total
number of buffer faults for a given memory size.

Total I/O in the virtual buffer consists of three components:
reference faults, double paging faults and I/0 accesses. In
our analysis of total I/O we do not distinguish between disk
accesses and page faults. The theoretical model predicts that
total I/O can decrease as the virtual buffer size is increased.

For all test bed experiments and for all simulation experiments,
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total I/0 in the buffer reaches a minimum when the virtual
buffer size is 20 pages. The total I/O in the buffer for the

RA1, Bl11l, and POl distributions decreases monotonically with

increasing virtual buffer size as jillustrated in Figure VII.
In all the test bed experiments and for the simulation experi-
ments with string oriented distributions, the total buffer

I/0 for all buffer managers except RAND is an increasing func-
tion for small virtual buffer sizes and a decreasing function
when the buffers are large. The monotonically decreasing be-

havior of the RAND buffer manager is shown in Figure VII using

the RAS distribution.

The average buffer size, real memory in the virtual buffer,
increases as the virtual buffer size increases in the test bed
and simulation experiments. This increase causes more page
faults in the program and the system. The increase in program
page faults must be combined with any decrease in total I/O
in the buffer to produce a total cost of executing the script
(execution cost). The execution costs closely parallel the
results on total I/0. Those distributions whose total I/O
decreases monotonically have execution costs that are similar
but do not decrease as quickly. The string oriented distri-
butions and test bed experiments show increases in execution
cost corresponding to the increasing total I/O values at small

virtual buffer sizes.

In all the simulation experiments the execution cost is
lJower at the largest virtual buffer size than when only one

virtual buffer is used. The test bed experiments usually have
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a slightly higher eéecution cost when using the largest virtuél
buffer size.

The distribution of data base requests in the test bed
experiments have longer sequences of strings and cause almost
an order of magnitude fewer record transitions than the simula-
tion distributions. The longer dtrings cause total I/O to con-
tinue to increase for a larger range of virtual buffer size
in the test bed experiment. The lack of record transitions
prohibits large decreases in the cost of execution from the
reduction of I/0 accesses.

In an effort to analyze the variation in results due to
double paging, we apply analysis of variance to all the per-
formance measures described in this section. ¥For most of the
performance measures, either the virtual buffer size or the
main memory size cause a significant amount of the variation.
Similar results concerning the influence of main memory are
reported in [10]. 1If the double paging phenomenon were signi-
ficant we would expect the interaction of the paging algorithm
and buffer manager to be significant compared to their indi-
vidual effects on the variance. We have not found the inter-
action to be a significant factor in the simulation experiments

or the test bed experiments.

VIII. CONCLUSION

We constructed a simulation model to extend our previous
results on the use of virtual buffers. The model used trace
data gathered from a real system. Although a complete refer-

ence string was not used, we showed through our validation
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that the partial reference string was sufficient to vali-
date a compfehensive set of 240 experiments using 3 different
paging algorithms,

The simulation model was also used with a uniform distri-
bution of random data base requests to verify a theoretical
model. The verification showed that the average buffer size
performance metric calculated by the simulator compensated
for the interference effects of program paging in the virtual
buffer.

An extensive set of simulation experiments was conducted
to compare their performance with the performance of a set
of test bed experiments conducted in a laboratory environment.

The test bed experiments all used the same data base manager

and script.

Simulation was required in order to vary the distribution
of data base requests in a controlled environment. The test
bed experiments and the simulation results for string oriented
distributions had a similar effect on the 1I/0 accesses generated
by the RAND buffer manager. The double paging rates, reference
paging rates and number of page faults in the buffer
were comparable for the simulation experiments and the test
bed experiments. The total I/O in the virtual buffer
is similar»for the simulations using string oriented distribu-
tions and the test bed experiments. The execution costs of the
simulation studies are less than the cost in the test bed ex-
periment, but the differences are understandable when certain
properties of the simulated distributions are considered.

The analysis of variance showed no significant interaction of

19



the paging algorithm and buffer manager over a number of metrics
in both the simulation results and test bed results,

The general agreement between the simulation results and
the test bed results reinforces our previous studies. The
differences that appeared were reasonable and justifiable.

The simulator supported our previous identification of those
performance factors which were dependent on the script. We
gained confidence in the simulator as a tool for further ex-

perimentation in the use of virtual buffers.
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BUFFER MANAGERS

VIRTUAL BUFFER TEST BED SIMULATION
SIzE___ LRU SCH _RAND  FIFO _LRU _ SCH _ RAND* FIFO

! w015 107 1095 075 ([ 1on 107y en

5 88 11 7Te 194 || ver 794 719 197

10 684 687 550 688 || 687 696 534 690

15 a8 a2 270 a3 || 4 a5 283 437

20 93 9% 15 103 9 100 165 106

TABLE 1

Comparison of the number of I/0 accesses generated by the buffer
managers in the test bed and simulation experiments.

*RAND values are averages taken from 4 different seeds in the random
number generator.

Yirtual
Buffer

Size

1
H
10
15
20

10
15
20

36K
59
395
930
1582
2507

1/0 ACCESSES

Simulator Model
Memory Sizes (13831 data
3 ek s wob
13528 13832 13528 13529 13623

12249 12322 12292 12299 12294

10781 10817 10734 10730 10758

9276 9235 9152 9248 9222

7739 7790 7731 7798 7634

PAGE FAULTS IN THE ¥IQTUAL BUFFER

Similator Model
Using the M corresponding
to the memory size

MK Ak 4K 3c 4ok e eek

2?7 [ 3 0 o 0 0

205 58 15 353 193 55 27

542 253 55 824 538 248 41

1043 546 211 1623 958 561 193

1622 1048 476 2464 1611 1002 4_62
TABLE I:I

Sirj\ulatorlulues for RAND paging algor{thm. RAND buffer manager, and
uniform distribution compared to predictic-< of the theoretical model.

24

Page faults

Average buff size

Reference faults

Double page faults

Reference sets

Hean

Standard deviation

B8RP

PR8

YINTUAL BUFFER SIZE

263
237

1.00

5

662
576

4.84
4.82

13
9

42
39

11632
10198

10.84
10.69

10.27
12.04

50
a3

45
38

1
1

TABLE II

10

1276
1262

8.84
8.86

49
131
18

8052
na

6.04
6.12
1.06
1.43
158
156

150
148

1768
1798

11.45
n.z2

129
137

194
195

22464
21313

4.44
4.40

6.42
1.06

270
266

261
257

20

1932
1900

11.98
n.8

294
286

84
22824
22154

4.10
.07

6.85
6.83

318
310

308
301

Sampte set of measures for validation with test bed data followed
by simulated data for RAND paging algorittm, FIFO buffer manager and

44K of real memory.

VIRTUAL BUFFER

BUFFER_MANAGERS

PO Distribution

POS Distribution

F1FO SCH LRU RAND = FIFQ SCH LRY RAND

1 12500 12500 12500 12500 [9236 9236 9236 9236

5 8074 7938 7778 8096 9226 9226 923 6721

10 4372 3870 3493 4415 | 3728 32 2665 3462

15 2246 1587 1382 2270 I 1769 1309 1153 1635

20 I 1097 653 554 1142 “ 776 499 N 187
TABLE 1V

The 1/0 accesses generated by the buffer managers 1n simulation
experiments using the POl and POS distribution.




